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Background of the Current Project

PhD Project: Natural Language Inference with Multilingual Grounding

Main phases of the project:
1. Baseline system development and experiments with different architectures

Aarne Talman, Anssi Yli-Jyrä and Jörg Tiedemann, Natural Language Inference with
Hierarchical BiLSTM Max Pooling Architecture (Talman et al., 2018)

– https://arxiv.org/abs/1808.08762
– https://github.com/Helsinki-NLP/HBMP

2. Multilingual NLI and application of language independent meaning representations to
NLI
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Natural Language Inference

Natural Language Inference (NLI) is the problem of determining whether a natural
language hypothesis can be inferred from a natural language premise.

A simple example:
p A group of people are standing on steps in front of a building.
h A group of people are standing in front of a building.

A typical NLI task involves classification of such hypothesis-premise pairs into
entailments, contradictions or neutral.

NLI is relatively easy for humans, but has turned out to be quite hard for computers –
even when the data is presented in nicely organised sentence pairs.

Some well known NLI tasks and datasets include Recognizing Textual Entailment
(RTE), Stanford Natural Language Inference (SNLI), Multi-genre Natural Language
Inference (MultiNLI), SciTail...
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Sentence Encoding Based Architecture for NLI

Our current models are based on the
sentence encoding approach.

Both the premise and hypothesis are
encoded separately.

Encoded sentences are passed to a
multilayer perceptron classifier.

Figure 1: Sentence encoding architecture for NLI based on Bowman
et al. (2015)
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Hierarchical BiLSTM Max Pooling Architecture (HBMP)

The architecture is motivated by the
good results with simple BiLSTM Max
Pooling encoder (InferSent) by Conneau
et al. (2017).

The idea behind the HBMP architecture
is to allow all BiLSTM layers to re-read
the input sentences, while preserving the
hiddent and cell states from the previous
layer.

Our hypothesis is that each layer learns
additional semantic information not
present on the previous layer.

Figure 2: HBMP architecture for sentence encodings (Talman et al.,
2018)
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Experimental Results – NLI

SNLI (Bowman et al., 2015)

Model Accuracy
BiLSTM Max Pool (InferSent)a 84.5
600D BiLSTM with generalized poolingb 86.6
600D Dynamic Self-Attention Modelc 86.8
2400D Multiple-Dynamic Self-Attention Modelc 87.4
Our HBMP 86.6

Table 1: SNLI test accuracies (%). Results marked with a by Conneau et al.
(2017), b by Chen et al. (2018) and c by Yoon et al. (2018).

SciTail (Khot et al., 2018)

Model Accuracy
DecompAtta 72.3
ESIMa 70.6
Ngrama 70.6
DGEM w/o edgesa 70.8
DGEMa 77.3
CAFEb 83.3
Our LSTM 67.3
Our BiLSTM max pooling 84.9
Our HBMP 86.0

Table 2: SciTail test accuracies (%). Results marked
with a are baseline results reported by Khot et al.
(2018) and b by Tay et al. (2018).
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Experimental Results – NLI

Model Accuracy (MultiNLI-m) Accuracy (MultiNLI-mm)
CBOWa 66.2 64.6
BiLSTMa 67.5 67.1
BiLSTM + enh embed + max poolingb 70.7 70.8
BiLSTM + Inner-attentionc 72.1 72.1
Deep Gated Attn. BiLSTM encodersd 73.5 73.6
Shortcut-Stacked BiLSTMe 74.5 73.5
Our HBMP 73.7 73.0

Table 3: MultiNLI test accuracies (%). Results marked with a are baseline results by Williams et al. (2018), b by Vu (2017), c by Balazs
et al. (2017), d by Chen et al. (2017) and e by Nie and Bansal (2017). Our results for the MultiNLI test sets were obtained by submitting
the predictions to the respective Kaggle competitions.
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Experimental Results – Transfer Learning with SentEval

SentEval downstream tasks (Conneau et al., 2017)
Model MR CR SUBJ MPQA SST TREC MRPC SICK-R SICK-E STS14
InferSent 81.1 86.3 92.4 90.2 84.6 88.2 76.2/83.1 0.884 86.3 .70/.67
SkipThought 79.4 83.1 93.7 89.3 82.9 88.4 - 0.858 79.5 .44/.45
Our 600D HBMP 81.5 86.4 92.7 89.8 83.6 86.4 74.6/82.0 0.876 85.3 .70/.66
Our 1200D HBMP 81.7 87.0 93.7 90.3 84.0 88.8 76.7/83.4 0.876 84.7 .71/.68

Table 4: Transfer learning test results for the HBMP model on a number of SentEval downstream sentence embedding evaluation tasks.
InferSent and SkipThought results as reported by Conneau et al. (2017).

SentEval probing tasks (Conneau et al., 2018)
Model SentLen WC TreeDepth TopConst BShift Tense SubjNum ObjNum SOMO CoordInv
InferSent 71.7 87.3 41.6 70.5 65.1 86.7 80.7 80.3 62.1 66.8
Our 600D HBMP 75.9 84.1 42.9 76.6 64.3 86.2 83.7 79.3 58.9 68.5
Our 1200D HBMP 75.0 85.3 43.8 77.2 65.6 88.0 87.0 81.8 59.0 70.8

Table 5: SentEval probing task results (accuracy %). InferSent results are BiLSTM Max (NLI) results as reported by Conneau et al.
(2018).

SentEval website: https://github.com/facebookresearch/SentEval
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Latest Negative Results
Joint work with Stergios Chatzikyriakidis (CLASP)

NLI systems break down when training and testing on different datasets...

Train Dev Test Test Accuracy Model details
SNLI SNLI SNLI 86.14 BiLSTM-max
SNLI SNLI SICK 54.50 BiLSTM-max
SNLI SNLI RTE 53.07 BiLSTM-max
SNLI SNLI MultiNLI-m 55.71 BiLSTM-max
SNLI SNLI SciTail 60.16 BiLSTM-max

Table 6: Test accuracies (%) for models trained on SNLI.

Train Dev Test Test Accuracy Model details
MultiNLI MultiNLI-m MultiNLI-m 73.07 BiLSTM-max
MultiNLI MultiNLI-m SNLI 63.83 BiLSTM-max
MultiNLI MultiNLI-m SICK 54.12 BiLSTM-max
MultiNLI MultiNLI-m RTE 59.60 BiLSTM-max
MultiNLI MultiNLI-m SciTail 70.60 BiLSTM-max

Table 7: Test accuracies (%) for models trained on MultiNLI.

Bottom line: NLI systems not able to generalise
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Thank You!
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